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Current methods rely on explicit structures 
such as grids or topological nodes.

• Fine-level (Top): Captures the goal, but 
explicitly storing language information is 
infeasible due to memory constraints at large 
scales.
• Coarse-level (Bottom): Reduces memory 
usage but leads to navigation failure.

So, we propose LAMP, an Implicit Language Map 
that breaks this trade-off, allowing for fine-
grained navigation with efficient memory usage.

(c): Fine Path Generation
• Optimizes the continuous 

pose using 𝑧 = 𝐹𝜃(𝑥) to 
maximize cosine similarity.

• Locally refines the path to 
observe the target object 
precisely.

(a): Implicit Map Construction
• Learns the implicit function 𝑧 =

𝐹𝜃(𝑥) mapping a pose 𝑥 to a 
language embedding 𝑧.

• Constructs a sampled graph 𝓖 
via score-based optimization for 
memory efficiency.

(b): Coarse Path Planning
• Encodes the user's language 

query into a semantic goal 
embedding.

• Performs A* search on the 
sampled graph 𝓖 to find the 
closest semantic node.

Method Memory (GB) SR (Easy) SPL (Easy) Gdist (Easy) SR (Hard) SPL (Hard) Gdist (Hard)

Grid-Based 0.005 0.08 0.07 15.50 0.0 0.0 -

Node-Based 0.057 0.41 0.36 12.69 0.21 0.17 4.14

Ours 0.057 0.67 0.62 6.36 0.42 0.38 1.74

Method Memory (GB) SR (Easy) SPL (Easy) Gdist (Easy) SR (Hard) SPL (Hard) Gdist (Hard)

Grid-Based 56.34 0.83 0.80 2.44 0.36 0.33 1.27

Node-Based 3.962 0.67 0.61 7.51 0.47 0.41 2.38

Ours 0.057 0.67 0.67 6.36 0.42 0.38 1.74
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